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Problem

Motivation

* LLMagents have predefined sets of tools Given paper + GitHub repository + task
* Implementing new tools requires manual work & technical expertise description, generate an LLM-compatible tool

!
\ 4
- - Employ agents to autonomously create new tools from -~ 2
“=" research papers with code repositories R -t
Idea 0 ([@ optional full-text article )

user Arguments:

« slide_dir (str): Path to the folder containing the whole slide images.
Example: “/mount/input/TCGA_BRCA”

« clini_table (str): Path to the CSV file containing the clinical data.
Example: “/mount/input/clini.xlsx”

« slide_table (str): Path to the CSV file containing the slide metadata.
o m p O n e nt s Example: “/mount/input/slides.csv”
+ target_column (str): Name of the column in clini_table that contains the target labels.
Example: “pathologic_stage”

Returns:

Workflow state entails conversation history and environment state - trained-nodet (Str) Path o the trained o J

s=(h,e) € HxE ?

There are three types of workflow components (each act on state):
TooOLMAKER

HxE = HXxEXR
S—~—" return
old state new state value

1. ® LLM calls append to conversation history # — H x M

2. B% Environment interactions mutate environment state and return
observation £ — £x O O

3. @ Agents do both: 1 x& +— HXEXR

Environment definition Tool function

def stamp_train_classification_model(
slide_dir: str,
clini_table: str,
slide_table: str,
target_column: str,
) — dict:
# Actual code that performs feature
# extraction and model training...
return {“trained_model”:
trained_model_path}

FROM python:3.12

RUN git clone https://github.com/KatherLab/
STAMP & \

cd STAMP 66 \

apt update & \

apt install -y openslide-tools & \

pip install -e . & \

stamp init & \

stamp setup

Workflow

Agents

Past conversation history

Empty container

FROM python:3.12
# empty container ...

Summaries from previous iterations (excerpt)

Iteration 2: The configuration key “categories’
under the "modeling" section in the “config.yaml™
file was missing [ ...] To fix this, the function
was updated to infer the categories by extracting
unique values from the “target_label’ column of the
merged dataset [ ...]

Install
o= repository

D iption: Train biomarker ification model using STAMP.
) https://github.com/KatherLab/STAMP
([ optional full-text article )
Arguments:
« slide_dir (str): Path to the folder of whole slide images.
Example: “/mount/input/TCGA_BRCA"
« clini_table (str): Path to CSV file containing clinical data.
Example: “/mount/input/clini.xlsx"
« slide_table (str): Path to CSV file containing slide names.
Example: “/mount/input/slides.csv”

Install and locally set up the https: //
github.com/KatherLab/STAMP repository.

TOOLMAKER

Explore and
&= Ccreate plan
Tool call Iteration 3: The training process expected pre-
extracted feature files (".h5") [...] but the
provided “slide_dir™ contained only raw slide
images in "svs" format. [...] Upon investigating
the STAMP repository, it was discovered that a
preprocessing step to extract features from slides
was needed before the actual training. [...] To fix
the issue, a preprocessing step was incorporated
[...]. The extracted features are passed to the

training stage [ ...
Execute function @ Summarise g stage [ ..]
using example attempt append Iteration 4: The [...] function failed with a
summary “FileNotFoundError’ due to the absence of the

‘ctranspath.pth' file [...] which was required for
feature extraction using the “preprocess” function.

[...]1 The solution involved modifying the function
Re-implement
function

Reasoning: | will first clone the repository.
Tool call: run_bash_command(“git clone
https://github.com/

KatherLab/STAMP" )

- target_column (str): Name of the target label column.
Example: “pathologic_stage”

*
0 Returns:
« trained_model (str): Path to the trained model

user

Tool call result

Return code: 0
Stdout: Cloning into 'STAMP' ...
remote: Enumerating objects

Execution environment =

@

FROM python:3.12

RUN git clone https://github.com/KatherLab/STAMP & \ l l
\

\' cd STAMP &&
" apt update &6 \ . . Assess output
Y apt install -y openslide-tools libgll-mesa-glx (is successful?)
pip install -e . & \ )
stamp init &6 \
TOOLMAKER \___Stamp setup J
Tool function 'ED

def stamp_train_classification_model( vyes
slide_dir: str,

to [ ...] ensure that all required model files,
including 'ctranspath.pth', are downloaded [ ... ].

Tool call

Iteration 5: [...] A check was added to download

Execution environment

the normalization template from the publicly
accessible URL [...].

Tool call result

=h Diagnose error
&= and plan a fix
clini_table: str, . N N .

Flow Iteration 8: [...] the ~.h5" feature files were

' slide_table: str - .
targe; column: s;r, trol fi LLM conversation mutate extracted into a deeper subdirectory [...]. In the
- > control flow > (append) ) environment state updated code, after feature extraction, I
¥

Iteration 6: [ ...] To diagnose further, additional
debugging output was added to verify the paths
(€ 000 1l

Task result

I cloned the STAMP repository to
/workspace/STAMP and installed all
dependencies.

) - dict: e n
# Actual code that extracts features and Components dynamically resolved the correct subdirectory [...]

environment Iteration 9: success!
interaction _ J

# trains the model... agent "
=
return {“trained_model”: trained_model_path} ) @ (with tool use) single LLM call

TOOLMAKER \_

L]
Conclusion
TOOLMAKER (ours) OpenHands (Wang et al., 2024) AUto nomous too " cre at ionis
Task Invoc. Tests Cost Actions Tokens ‘ Invoc. Tests Cost Actions Tokens fe asi bl e fo rcom p l ex scien t |f ic t as kS

Pathology conch_extract_features (Lu et al., 2024b) 3/3 9/9 $0.35 15(1y) 171,226 3/3 9/9 $0.08 5 51,701 a dataset of whole slide im, and an assaclated

musk_extract_features (Xiang et al., 2025) 3/3 6/6 $1.19 29(6-) 696,386 X X $0.15 7 97,386 ata/labels. csv containin

pathfinder_verify_biomarker (Liang et al., 2023) 0/2 4/6 $0.61 27 (1) 356,825 0/2 4/6  $0.08 6 49414

stamp_extract_features (El Nahhas et al., 2024) 3/3 12/12 $1.12 20 (4p) 631,138 0/3 3/12 $0.07 6 42,793 usel

stamp_train_classification_model (El Nahhas et al., 2024) 3/3 9/9 $2.27 33(9s) 1,249,521 0/3 0/9 $0.15 8 870915

uni_extract_features (Chen et al., 2024) 3/3 9/9 $0.61 16 (4) 326,806 X X $0.25 10 177,119
Radiology medsam_inference (Ma et al., 2024) 3/3 6/6 $0.96 18 (6.) 508,954 X X $0.07 5 41,096 Jes o

nnunet_train_model (Isensee et al., 2020) 0/2 0/4 $290 35(95) 1,792,291 0/2 0/4  $0.12 8 79,231 add tool
Omics cytopus_db (Kunes et al., 2023) 3/3  12/12 $041 10 (3y) 185,912 X X $0.36 8 236,217

esm_fold_predict (Verkuil et al., 2022; Hie et al., 2022) 2/3  13/15 $0.66 20(1s) 336,754 X X $0.11 6 69,493 P oato new toor
Other flowmap_overfit_scene (Smith et al., 2024) 22 6/6 $0.70 18 (5.) 358,552 X X $0.36 15 250,787

medsss_generate (Jiang et al., 2025) 3/3 6/6 $0.53 25(35) 282,771 3/3 6/6 $0.15 10 104,505

modernbert_predict_masked (Warner et al., 2024) 3/3 9/9 $0.66 20(4s) 356,228 X X $0.13 10 82,930

retfound_feature_vector (Zhou et al., 2023) 3/3 6/6 $0.97 31 (5e) 561,936 0/3 0/6 $0.08 4 46,521 STAMP to train a model on your dataset, achieving an AUROC of 0.82

tabpfn_predict (Hollmann et al., 2025) 3/3 9/9 $0.23 10 (1y) 95,257 3/3 9/9 $0.07 4 36,320 ed model Is avallable at /data/model . pt.
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